
Econ 204 Summer 2009
Problem Set 1 Solutions

1. Cardinality

For each pair of set A and set B, show that A and B are numerically equivalent. (Hint: Show
that there exists a bijection f : A! B; i.e. f is one to one and onto.)

(a) A = (�1; 1) B = (�1;+1)
(b) A = [0; 1] B = (0; 1)

(c) A is an in�nite uncountable set, B = A [ C where C is an in�nite countable set.

Solution:

(a) f(x) = tan �2x, x 2 (�1; 1)

(b) f(x) =

8><>:
1
2 if x = 0
1

n+2 if x = 1
n ; n = 1; 2; :::;

x otherwise

, x 2 [0; 1]

(c) Since A is an in�nite set, we can obtain an in�ite sequence fa1; a2; : : :g from A: Let A1 =
fa1; a2; : : :g : A1 � A and AnA1 6= ; as A is uncountabl·e.
There are three cases:
Case 1: C \A1 = ;
Since C is an in�nite countable set, let C = fc1; c2; : : :g.

f(x) =

8><>:
ai if x = a2i; i = 1; 2; :::;

ci if x = a2i�1; i = 1; 2; :::;

x if x 2 AnA1
, x 2 A

Case 2: C \A1 6= ; and CnA1 is a �nite set.
Let CnA1 = fk1; k2; : : : ; kmg where m is a natural number.

f(x) =

8><>:
ai if x = ai+m; i = 1; 2; :::;

ki if x = ai; i = 1; 2; :::;m

x if x 2 AnA1
, x 2 A

Case 3: C \A1 6= ; and CnA1 is a in�nite countable set.
Let CnA1 = fs1; s2; : : :g

f(x) =

8><>:
ai if x = a2i; i = 1; 2; :::

si if x = a2i�1; i = 1; 2; :::

x if x 2 AnA1
, x 2 A

2. Induction

Using mathematical induction, show the following: n = 1; 2; 3; : : :

(a)
Pn

i=1 k
�i =

1� 1
kn

k�1 , k 6= 1:
(b)

P1
i=n(k � 1)k�i = k1�n, k > 1:

(c)
Pn

i=1
1p
i
�
p
n

Solution:

(a) For n = 1, 1k =
1� 1

k

k�1 .

Suppose for n = m,
Pm

i=1 k
�i =

1� 1
km

k�1 holds.

For n = m+ 1;
Pm+1

i=1 k
�i =

Pm
i=1 k

�i + 1
km+1 =

1� 1
km

k�1 + k�1
km+1(k�1) =

1� 1
km

k�1 +
1
km� 1

km+1

k�1 =
1� 1

km+1

k�1 :

1



(b) For n = 1,
P1

i=1(k � 1)k�i = (k � 1) �
P1

i=1 k
�i = (k � 1) � limn!1

1� 1
kn

k�1 = 1

Suppose for n = m,
P1

i=m(k � 1)k�i = k1�m holds.

For n = m+1;
P1

i=m+1(k�1)k�i =
P1

i=m(k�1)k�i�(k�1)k�m =
k�(k�1)
km = k(1�(m+1)):

(c) .For n = 1, 1p
1
�
p
1:

Suppose for n = m,
Pm

i=1
1p
i
�
p
m holds.

For n = m+ 1;
Pm+1

i=1
1p
i
=
Pm

i=1
1p
i
+ 1p

m+1
�
p
m+ 1p

m+1
.

Since
p
m+ 1�

p
m = 1p

m+1+
p
m
� 1p

m+1
, we have

Pm+1
i=1

1p
i
�
p
m+ 1:

3. Bijection

Suppose f : X ! Y is a bijection, i.e. f is one to one and onto. Show that for any A;B � X,
f(A \B) = f(A) \ f(B):
Solution:

For any A;B � X, if y 2 f(A \ B);then there exists x 2 A \ B such that f (x) = y, so
y 2 f(A) \ f(B). Hence f(A \B) � f(A) \ f(B)
If y 2 f(A) \ f(B);then there exists a 2 A, b 2 B such that f (a) = f (b) = y. Since f is one to
one, a = b; so y 2 f(A\B): Hence f(A)\f(B) � f(A\B). So we have f(A)\f(B) = f(A\B).

4. Supremum Property and Completeness Axiom

Use the Completeness Axiom to prove that every nonempty set of real numbers which is bounded
below has an in�mum.

Solution:

Assume the Completeness Axiom. Let X � R be a nonempty set which is bounded below. Let
U be the set of all lower bounds for X: Since X is bounded below, U 6= ?. If x 2 X and u 2 U ,
x � u since u is a lower bound for X: So for any x 2 X, u 2 U , x � u. By the Completeness
Axiom, there exists � 2 R, for any x 2 X, u 2 U , x � � � u. Hence � is a lower bound for X,
and it is larger than or equal to every other lower bound for X, so it is the largest lower bound
for X, so infX = � 2 R.

5. Limit of Decreasing Sequence

Show that every decreasing sequence of real numbers that is bounded below converges to its
in�mum. (Hint: you can directly use the result of question 4)

Solution:

Suppose fxng is a decreasing sequence of real numbers and assume it is bounded below. By the
supremum property, fxng has a in�mum that is denoted as y. For some " > 0, by the de�nition
of in�mum, xn � y for all n and y + " is not an lower bound of fxng, so there exists some
N(") 2 N such that xN(") < y+". Since fxng is decreasing, we have xn < y+" for all n > N (")
and xn � y for all n. Since " is arbitrary, fxng ! y:

6. Metric Space

(a) �(x; y) =

(
1 if x 6= y
0 otherwise

, prove whether or not it is a metric on Rn.

(b) �(x; y) =
Pn

i=1 jxi � yij, prove whether or not it is a metric on Rn.

(c) Suppose (S1; d1) and (S2; d2) are metric spaces. Show that (S1 � S2; �) is a metric space,
where � ((x1;x2) ; (y1; y2)) = max fd1 (x1;y1) ; d2 (x2; y2)g for all x1; y1 2 S1 and all x2;y2 2
S2.

Solution:
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(a) To verify that d is a metric, we need to check that
(i) �(x; x) = 0 8x (ii) �(x; y) = �(y; x) 8x; y, and (iii) �(x; y) + �(y; z) � �(x; z) 8x; y; z.
(i) and (ii) are easily veri�ed. To verify (iii) there are essentially two cases to consider:
x = z or x 6= z.
Case I: Take x 6= z. Then, either x 6= y or y 6= z ) �(x; y) + �(y; z) � 1 = �(x; z).
Case II: Take x = z. Then, �(x; y) + �(y; z) � 0 = �(x; z).
It follows that (iii) holds and � is a metric.

(b) We need to check that
(i) �(x; x) = 0 8x (ii) �(x; y) = �(y; x) 8x; y, and (iii) �(x; y) + �(y; z) � �(x; z) 8x; y; z. (i)
and (ii) are easily veri�ed. To verify (iii)

�(x; y)+�(y; z) =
nX
i=1

jxi�yij+
nX
i=1

jyi�zij =
nX
i=1

(jxi�yij+ jyi�zij) �
nX
i=1

jxi�zij = �(x; z)

since jxi � yij+ jyi � zij � jxi � yi + yi � zij = jxi � zij, (iii) holds and � is a metric.
(c) We need to check that

(i) � ((x1;x2) ; (x1; x2)) = 0 8 (x1;x2) 2 S1 � S2
(ii)� ((x1;x2) ; (y1; y2)) = � ((y1;y2) ; (x1; x2)) 8 (x1;x2) ; (y1; y2) 2 S1 � S2
(iii) �((x1;x2) ; (y1; y2))+�((y1;y2) ; (z1; z2)) � �((x1;x2) ; (z1; z2)) 8 (x1;x2) ; (y1; y2) ; (z1; z2) 2
S1 � S2.
(i) and (ii) are easily veri�ed. Our job is to verify (iii):
Since di (xi;yi) is a well-de�ned metric, for i = 1; 2, we must have di (xi;zi) � di (xi;yi) +
di (yi;zi) for any xi; yi; zi 2 Si.
Then

�((x1;x2) ; (z1; z2)) = max fd1 (x1;z1) ; d2 (x2;z2)g
� max fd1 (x1;y1) + d1 (y1;z1) ; d2 (x2;y2) + d2 (y2;z2)g
� max fd1 (x1;y1) ; d2 (x2; y2)g+max fd1 (y1;z1) ; d2 (y2; z2)g �
= �((x1;x2) ; (y1; y2)) + �((y1;y2) ; (z1; z2))

* To prove this inequality is equal to show that max fa+ b; c+ dg � maxfa; cg+maxfb; dg:
WLOG, suppose that a+b � c+d:Hencemax fa+ b; c+ dg = a+b: Since a � maxfa; cg; b �
maxfb; dg; a+b � maxfa; cg+maxfb; dg: Thus max fa+ b; c+ dg � maxfa; cg+maxfb; dg:
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