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1.

Note that S � Unif(0; 1). Assume the sequences of random variables with
components Xn = Sn, Yn = nSn, Zn = logXn, are all iid.

We have

E[X2] = E[S2n]

=

Z 1

0

s2nds

=
1

2n+ 1
! 0;

so Xn
L2! 0, which implies that Xn

p! 0; Xn
d! 0.

Since Xn converges to zero in probability, its almost sure limit must also be
zero if such a limit can be shown to exist. Do we in fact have Xn

as! 0? Note
that Xn

as! 0 i� 8� > 0; P (jXkj < � : k = n+ 1; n+ 2; : : :) ! 1. If � 2 (0; 1) we
have

P (jXkj < � : k = n+ 1; n+ 2; : : :) =

1Y
k=n+1

P (S < �
1
k )

=

1Y
k=n+1

�
1
k

= �

P
1

k=n+1

1
k

= 0;

so Xn does not converge almost surely to 0.
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We can show that Yn converges in probability to zero. For any � > 0 we
have

P (jYnj � �) = 1� P

�
S <

� �
n

� 1
n

�

=

(
1� � �

n

� 1
n ! 0; � < n

1� 1 = 0; � � n

This implies that Yn
d! 0 as well.

Next, we check for the almost sure or L2-convergence of Yn to zero. We have

E[Y 2
n ] = E[n2S2n]

=

Z n

0

n2s2nds

=
n2

2n+ 1! 1;

so Yn does not converge in quadratic mean. Now pick � 2 (0; 1). We have

P (jYk j < � : k = n+ 1; n+ 2; : : :) =
1Y

k=n+1

P

�
S <

� �
k

� 1
k

�

= �

P
1

k=n+1

1Y
k=n+1

�
1

k

� 1
k

! 0 � 1 = 0;

which shows that Yn does not converge almost surely to zero.
Finally, we can show that Zn = logSn does not have a stochastic limit by

showing that it fails to converge in distribution. For z 2 (�1; 0] we have

P (Zn � z) = P (S � e
z

n )

= e
z

n

! 1;

so the cdf of Zn converges to a function that assigns the value of 1 to every
point in the support of Zn. Clearly this function is not a cdf.1

1Note that if the support of Zn were bounded, this type of limiting behavior for the cdf
would be compatible with convergence in probability (and distribution) to the in�mum of
the support, as is the case with the cdfs of Xn and Yn, which have supports [0; 1] and [0; n]
respectively.

2



2.

Note that Sn is normal with mean zero and variance Vn = �2[n
3

3 + n2

2 + n
6 ].

This implies that the sample mean Sn
n
� N(0;Wn), where Wn = 1

n2
Vn ! 1.

We can prove that Sn
n

does not converge in probability by showing that it does

not converge in distribution. Note that
Sn

np
Wn

� N(0; 1). Let �(�) be the cdf of

a N(0; 1) distribution. We have for any s 2 <,

P (
Sn

n
� s) = P (

Sn
np
Wn

� sp
Wn

)

= �(
sp
Wn

)

! 1

2
:

Therefore the cdf of Sn
n

converges to a function that assigns 1
2 to any value on

the real line. This function is obviously not a cdf.
It is possible to �nd a function �(n) that when divided into Sn, will cause

the quotient to converge in probability. Note that 8� > 0,

P

����� Sn�(n)

���� � �

�
= P

����� Snp
Vn

���� � j�(n)j�p
Vn

�
:

Since Snp
Vn

� N(0; 1), the above expression will tend to zero i� j�(n)j�p
Vn

! 1.

This will be true for any �(n) = o(nk), where k > 3
2 .

It is also possible to �nd a function �(n) that when divided into Sn, will
cause the quotient to have a limiting normal distribution. Since we already
know that Sn � N(0; Vn), all that is needed is to �nd a �(n) that is exactly of

order n
3
2 . This will cause the variance Vn

�2(n) of Sn
�(n) to tend to a �nite nonzero

limit. �(n) is referred to as a variance-stabilizing transform.

4.(a).

It is possible to prove that mn
p! E[Xk] = 0 (i.e., you should try it as a useful

exercise).
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