
Economics 241B Fall 2007

Problem Set 4
Due: Tuesday, October 16, 2007

1. Consider the model
xt = "t + a�t�1 and yt = �t + b"t�1 .

where f"tg and f�tg are independent white noise processes with zero mean and unit variance.

(a) Show that, individually, fxtg and fytg are white noise series.
(b) Find the best linear predictor of yt given all past, present, and future values of xt

(c) For what parameter values will there be one-way Granger causality from x to y?

2. Consider the bivariate time-series model

yt = �xt�1 + ut

xt = 
xt�1 + vt

where j�j is less than one and 0 < 
 < 1. The processes futg and fvtg are independent normal white
noise, each with known variance one. We observe 2T successive observations y1; y2;..., y2T�1; y2T but
only the T even dated values x2; x4; :::; x2T : Solving out the unobserved x�s, we obtain, for t � 3;

yt = �xt�1 + ut (t odd)

yt = �
xt�2 + ut + �vt�1 (t even)

xt = 
2xt�2 + vt + 
vt�1 (t even)

It seems reasonable to estimate the parameters (�; 
) by generalized method of moments; that is,
one might minimize gT (�; 
)0WT gT (�; 
) for some appropriate vector gT and matrix WT :

(a) Find an appropriate 3-dimensional �moment�vector gT based on the orthogonality condition
that, in each of the above three equations, the observed right-hand variable is uncorrelated with
the unobserved error component.

(b) Find an expression for V; the approximate variance matrix for your vector gT :

(c) E¢ ciency considerations suggest using some preliminary consistent estimate of (�; 
) to ob-
tain an estimate of V and set WT = bV �1: Suggest a preliminary estimate based on two OLS
regressions.

(d) Find a general expression for the asymptotic variance of the e¢ cient GMM estimator of (�; 
)
using your vector gT : Evaluate this expression when � happens to be zero.
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