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Abstract
We test the touchstones of economic rationality—utility maximization,

stochastic dominance, and expected-utility maximization—of elite students
in the U.S. and in Africa. The choices of most students in both samples are
generally rationalizable, but the U.S. students’ scores are substantially higher.
Nevertheless, the development gap in economic rationality in incentivized
risk choices between these future elites is much smaller than the difference in
performance on a non-incentivized canonical cognitive ability test, often used
as a proxy for economic decision-making ability in studies of economic de-
velopment and growth. We argue for the importance of including consistency
with economic rationality in studies of decision-making ability.
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1 Introduction

We use economic laboratory experiments to assess and measure the development
gap in economic rationality. We draw the subjects for the experiment from the
student body at the University of California, Berkeley, and the University of Dar
es Salaam, the oldest and largest public university in Tanzania, and one of the top-
ranked universities in the whole of Africa. These subject pools carry an intrinsic
interest. Although the students at UC Berkeley and University of Dar es Salaam
come from different backgrounds and face different economic prospects, they are
united in being among the most able in their respective societies. We thus procure
experimental subjects at the high end of the “ability spectrum” when assessed for
economic rationality.

The subject pools are also worth studying for extrinsic reasons. The students of
UC Berkeley and University of Dar es Salaam will have a disproportionate impact in
various sectors of their economy when they graduate. This is especially true for the
students in Tanzania, many of whom will assume positions of substantial power in
national economic and political affairs.1 Thus, the decision-making ability of these
of future elites can have a large and highly disproportionate impact on the future of
the country as a whole.

The idea that decision-makers vary in their decision-making ability—and there-
fore make choices of different decision-making quality—has intuitive appeal. How-
ever, definitive judgement about which choices exhibit low decision-making quality—
and which decision-makers have inferior decision-making ability—requires high-
quality data at the individual level, where all the relevant trade-offs should be clear,
such that the classification of some decisions as “mistakes” is uncontroversial. Per-
haps as a result, researchers have largely not incorporated explicit measures of
decision-making ability in economic development research, but instead used mea-
sures of education and cognitive and noncognitive ability to consider how human

1The President of Tanzania, John Magufuli, his predecessor, Jakaya Kikwete, the Prime Minster,
Kassim Majaliwa, and his predecessor, Mizengo Pinda, all graduated from the University of Dar es
Salaam. Other alumni are Gertrude Mongella (first president of the Pan-African Parliament), Asha-
Rose Migiro (former Deputy Secretary-General of the United Nations), Yoweri Museveni (President
of Uganda), and Willy Mutunga (retired Chief Justice of Kenya), among others.
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capital affects important economic outcomes.2
In this paper, we measure decision-making ability using the consistency of

choices with economic rationality, taking the view that if there is no utility func-
tion that the choices maximize, then those choices cannot be of high decision-
making quality. We are motivated by the result in Choi et al. (2014) showing that
consistency with utility maximization is strongly related to household wealth dif-
ferentials in a large and diverse sample (of the Dutch-speaking population in the
Netherlands).3 Adopting this standard for decision-making ability, we present sub-
jects with an economic choice experiment in which we can measure the economic
rationality of their choices with a high degree of precision. We further examine
strengthening our test of economic rationality by demanding compliance with first-
order stochastic dominance and expected utility, building on the work of Polisson
et al. (2020). By implementing this approach in relevant subject pools in a devel-
oped (U.S.) and a developing (Tanzania) country, we provide preliminary evidence
about whether there is a development gap in economic rationality.4

The experiment. Because uncertainty is endemic in a wide variety of circum-
stances, we provide an experimental test of the touchstones of rationality in decision-
making under risk—utility maximization, stochastic dominance, and expected-utility
maximization. Inconsistencies with the generalized axiom of revealed preference
(GARP) and violations of first-order stochastic dominance (FOSD) are considered
irrational because they leave “money on the table.” While there is no need to as-
sume expected utility (EU) to investigate rational behavior under uncertainty (in the
sense of a complete, transitive, and monotonic preference ordering), EU does serve
as a normative guide for choice under risk (how people ought to choose).5

2Some studies use levels of basic financial knowledge as a measure of decision-making ability.
Lusardi and Mitchell (2014) provide a review of the growing body of work on financial literacy. This
literature considers financial knowledge as a form of human capital and demonstrates the impact of
financial knowledge on economic decision-making.

3Choi et al. (2014) show that a one-standard deviation increase in the rationality score is associ-
ated with 15–19% more wealth, conditional on socioeconomic variables including current income,
education, family structure, risk tolerance, and the results of standard tests of cognitive and noncog-
nitive ability. As Choi et al. (2014) note, predicting wealth differentials provides a particularly strong
test of the measure of decision-making ability. The test is strong because it does not just examine
the power of choices in the laboratory to predict related choices in a similar natural decision envi-
ronment. Instead, wealth accumulation is determined by countless individual decisions, successively
made over time in many different environments, and involves a host of different trade-offs concern-
ing risk, time, and personal and social consumption. This substantially increases our likelihood of
rejecting a relationship (external validation).

4Kim et al. (2018) use the experimental technique to measure economic rationality in a sample of
secondary-school students in Malawi. They show that an education intervention enhanced economic
rationality—as measured by consistency with utility maximization—in the long run.

5Choices can be consistent with GARP and yet fail to be reconciled with any utility function
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In the experiment, we present subjects with a sequence of standard consumer
decision problems: that is, selection of a bundle of commodities from a standard
budget set. More specifically, there are two equally probable states of nature, 𝑠 =
1, 2 and an Arrow security for each state. An Arrow security for state 𝑠 promises
a token (the experimental currency) in state 𝑠 and nothing in the other state. Each
decision problem is presented as a choice from a two-dimensional budget line. A
choice of the allocation 𝐱 =

(

𝑥1, 𝑥2
) from the budget line denotes an allocation of

securities, where 𝑥𝑠 is the number of units of security 𝑠. The budget line is 𝐵 (𝐩),
where 𝐩 =

(

𝑝1, 𝑝2
) is the vector of security prices and 𝑝𝑠 denotes the price of secu-

rity 𝑠. The subject can choose any allocation 𝐱 that satisfies this constraint (prices
normalized by income so that 𝑝1𝑥1 + 𝑝2𝑥2 = 1). We present these decision prob-
lems using the graphical interface introduced by Choi et al. (2007b).6 Because the
interface is extremely user-friendly, it is possible to present each subject with many
choices in the course of a single experimental session, yielding a large individual-
level data set.
Economic rationality. The most basic question to ask about choice data is whether
they are consistent with individual utility maximization. If budget sets are linear
(as in our experiment), classical revealed preference theory (Afriat, 1967; Varian,
1982, 1983) provides a direct test in that choices in a finite collection of budget sets
are consistent with maximizing a well-behaved utility function if and only if they
satisfy GARP. We assess how nearly the data comply with GARP by calculating
Afriat’s (1972) critical cost efficiency index (CCEI). The CCEI, denoted by 𝑒∗, is
bounded by zero and one. The closer it is to one, the smaller the perturbation of
budget sets required to remove all violations and thus the closer the data are to
being rationalizable. We can interpret the CCEI as saying that decision-makers are
‘wasting’ as much as 1 − 𝑒∗ of their income as possible by making inconsistent
choices.

Consistency with GARP requires consistent preferences over all possible alter-
natives, but any consistent preference ordering is admissible. In this way, we see
consistency as a necessary, but not sufficient, condition for high decision-making
ability. Polisson et al. (2020) strengthen GARP to test whether data are FOSD-
that is normatively appealing given the decision problem at hand. As noted by Quiggin (1990) and
Wakker (1993), prominent models that have been proposed as alternatives to EU were amended to
avoid violations of FOSD.

6We are building on expertise acquired in previous work. Ahn et al. (2014) extended the earlier
experimental work of Choi et al. (2007a, 2014) from settings with risk (known probabilities) to those
with ambiguity (unknown probabilities). Others have also analyzed the data sets in Choi et al. (2007a)
and Choi et al. (2014), including Halevy et al. (2018) and Polisson et al. (2020). Fisman et al. (2007,
2015b,a, 2017) and Li et al. (2017) employ a similar experimental methodology to analyze social
preferences with different samples.
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rationalizable (comply with GARP and FOSD) and EU-rationalizable (comply with
GARP, FOSD, and the independence axiom upon which EU is based), and also cal-
culate CCEI-type scores for FOSD-rationalizability and EU-rationalizability, which
we denote by 𝑒∗∗ and 𝑒∗∗∗. By definition, 1 ≥ 𝑒∗ ≥ 𝑒∗∗ ≥ 𝑒∗∗∗—choices are per-
fectly EU-rationalizable if 1 = 𝑒∗ = 𝑒∗∗ = 𝑒∗∗∗ and perfectly FOSD-rationalizable
but not EU-rationalizable if 1 = 𝑒∗ = 𝑒∗∗ > 𝑒∗∗∗. The 𝑒∗, 𝑒∗∗ and 𝑒∗∗∗ scores thus
provide summary statistics of the overall consistency with different levels of ratio-
nalizability, reflecting the minimum adjustments required to eliminate all rationality
violations associated with the data set.

The justification for measuring economic decision-making ability using the
compliance of choices with economic rationality is strong. The key in this regard is
the distinctive and robust connection of our approach to economic theory. Revealed
preference tests offer a theoretically disciplined metric for the quality of economic
decisions. The measure also has a well-established economic interpretation and
revealed preference theory tells us whether we have sufficient data to make it statis-
tically useful. In this way, our experimental platform and analytical techniques offer
a theory-based tool for measuring decision-making ability as an aspect of human
capital in economic development research. We also note that all tests are individual-
level and purely nonparametric, making no assumptions about the parametric form
of the underlying utility function. Further, we emphasize that although our experi-
mental design involves non-strategic decisions, our tests also apply to decisions that
have a strategic component—in nearly all game theory, each player is assumed to
maximize the expected value of a utility function. Hence, EU is part of the core of
strategic rationality, not only non-strategic rationality.
Cognitive ability. An important question in the present analysis is whether cogni-
tive ability tests also capture decision-making ability. Hanushek and Woessmann
(2008) provide an excellent, although now somewhat dated, review of the role of
cognitive skills in economic development. Their conclusion is “that the cognitive
skills of the population—rather than mere school attainment—are powerfully re-
lated to individual earnings, to the distribution of income, and to economic growth.”
Hanushek and Woessmann (2012) concentrate directly on the role of cognitive
skills and provide further evidence about the cognitive skills–growth relationship.
This strand of empirical research shows that differences in economic well-being is
driven, at least in part, by differences in aspects of human capital proxied by tests
of cognitive ability.7 Beyond development economics, see Murnane et al. (1995),

7Jones (2015) reviews work that relates differences in IQ between countries to differences in
macroeconomic outcomes and discusses what he calls possible “IQ–productivity channels.” Lynn
and Vanhanen (2002, 2006) asserts that IQ is a predictor of GDP. Their work has drawn widespread
criticism, including by Ervik (2003), Nechyba (2004), and Palairet (2004).
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Heckman et al. (2006), and Hanushek and Woessmann (2008) for the relationships
between IQ scores and economic and social behaviors and outcomes.8 To study
how the measures of economic rationality relate to cognitive ability, our subjects
also completed (part of) a standard nonincentivized Wechsler Adult Intelligence
Scale (WAIS-IV) test, which has for the past several decades been by far the most
commonly used IQ tests (Almlund et al., 2011). We chose not to incentivize the
IQ test because we wanted to compare the measure of economic rationality to the
standard approach of measuring cognitive ability in the literature. Hence, we can-
not rule out that the a difference in the development gap in economic rationality
and cognitive ability partly reflects that one test is incentivized and the other is
non-incentivized.
Non-cognitive ability. To further understand the foundations of economic ratio-
nality, we control for noncognitive ability measured by the Big Five personality
traits. These influential measures from psychology are derived from factor analy-
sis of wide-ranging personality surveys and comprise conscientiousness, openness,
extraversion, agreeableness, and neuroticism. Among these, conscientiousness has
the strongest correlation with high-quality economic decision-making. Duckworth
et al. (2007) describe conscientious people as “thorough, careful, reliable, orga-
nized, industrious, and self-controlled,” which are all aspects of decision-making
ability.9 Such noncognitive abilities are also important elements of human capital
that are related to job market outcomes and earnings differences (Heckman et al.,
2006).

Our paper offers several new insights. First, we find that US subjects display
on average greater levels of economic rationality than the Tanzania subjects on all
three measures of economic rationality. Specifically, the Tanzania subjects on aver-
age ‘waste’ as much as 8.8, 14.2, and 14.0 percentage points more of their earnings
than the US subjects by making choices that are not GARP-rationalizable, FOSD-
rationalizable, or EU-rationalizable compared with the US subjects. To the best
of our knowledge, these findings present the first quantifiable and economically

8Frederick (2005), Burks et al. (2009), Oechssler et al. (2009), Dohmen et al. (2010), and Ben-
jamin et al. (2013), among others, find that variation in so-called preference anomalies—such as im-
patience over short time horizons and small-stakes risk aversion—is related to variation in cognitive
ability. Borghans et al. (2009) find that differences in the traits of cognition, as well as personality
traits, account for some of the interpersonal variation in risk aversion (but not in ambiguity aver-
sion). In response to Dohmen et al. (2010), Andersson et al. (2016) show—in an experiment with
a large subject pool drawn from the general population—that cognitive ability is related to random
decision-making rather than to risk preferences.

9See Block (2010) for a description and assessment of the Big Five. Borghans et al. (2008), Alm-
lund et al. (2011), and Becker et al. (2012) discuss the relationship between personality psychology
and economics. Laajaj et al. (2019) discuss the interpretation of the Big Five personality traits in
low-income populations.
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interpretable evidence of a development gap in economic rationality. Second, we
establish that the development gap in economic rationality is robust to controlling
for cognitive ability, the big five personality traits, risk aversion, and a set of back-
ground control variables. Finally, we find that the development gap in economic
rationality is about half of the development gap in cognitive ability, which suggests
that a focus on the development gap in cognitive ability would overestimate the
difference between US subjects and Tanzania subjects in decision-making ability.

Taken together, we find a development gap in economic rationality when com-
paring future elites both in a rich country and a poor country, and show that decision-
making ability is not fully captured by existing measures of cognitive and non-
cognitive ability. Typically, definitive judgment about decision-making quality is
made difficult by the twin problems of identification and measurement (Kariv and
Silverman, 2013). We argue that the tool kit used in this paper—comprising the ex-
perimental method and analytical techniques—addresses these problems, and thus
represents a promising approach to measuring an aspect of human capital that may
be of great importance when studying economic development.10

The remainder of the paper is organized as follows. Section 2 describes the
experimental design and procedures, and Section 3 explains the measures of eco-
nomic rationality. Section 4 reports the experimental results, and Section 5 provides
some concluding remarks. Supplementary analysis, experimental instructions, and
survey documentation are presented in the Online Appendix.

2 The Experiment

2.1 Subject Pools

We conducted the experiments at UC Berkeley (126 subjects) and the University of
Dar es Salaam in Tanzania (216 subjects). The US pool has a higher proportion of
females (70.6% versus 33.6%) and younger subjects (average age 20.6 years versus
23.3 years). The parents of the US subjects are, as expected, much more educated—
82.5% of the US subjects have at least one parent with a college/university education
compared with only 30.7% of the Tanzania subjects. In terms of the extrinsic rea-
sons for studying our samples, we find that a significant share of subjects express a
positive preference for working in the public sector. When asked how they would
rate a job as a government employee (assuming that income and work hours were
the same as in a non-governmental position), 27.4% of the Tanzania subjects and
38.1% of the US subjects consider such a job as “very good” (with the two other

10This approach is also important for the examination of paternalistic policies aimed at steering
people toward making better decisions (Camerer et al., 2003; Thaler and Sunstein, 2003).
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responses being “neutral” and “not so good”). Hence, the subject pools capture
a significant share of individuals who are strongly inclined to become involved in
public policy work.

The US subjects in the experiment were recruited from all undergraduate classes
at UC Berkeley and had no previous experience in experiments employing the
graphical computer interface. The UC Berkeley Experimental Social Science Lab-
oratory (Xlab) always contains large numbers of subjects. The subject pool popu-
lation consists almost entirely of undergraduate students, but within this population
it is quite diverse, with subjects from a wide array of majors and disparate socioe-
conomic backgrounds.

While student subjects at major American universities have been extensively
studied, our subjects from the University of Dar-es-Salaam are from a less studied
population. While the university is in Dar-es-Salaam, we have subjects from 25 out
of the 30 regions in Tanzania (per 2012 administrative boundaries). Those born
in Dar-es-Salaam are well represented (16.7%), but there are slightly more from
Kagera (17.2%) and almost as many from Kilimanjaro (13.5%). Only 6% or less
of the subjects come from each of the other regions. The Dar-es-Salaam region’s
GDP per capita was 3,544 international dollars (2017 prices) in 2012, the highest in
Tanzania. The Kilimanjaro and Kagera regions are ranked 5th and 20th with GDP
per capita of 2,529 dollars and 1,274 dollars, respectively.11

On average, the subjects in Tanzania are 2.3 years into their study (with four
as the maximum). The most popular reported field of study among in the Tanzania
sample is one or more of the social sciences (44.7%), with science and engineer-
ing close behind (29.3%). Education (9.8%) and humanities (8.8%) are also repre-
sented. Very few participants report studying economics, see Table A1 in Online
Appendix A. The median subject in Tanzania reported yearly expenses of 2 million
TZS, corresponding to about 1,200 USD (at 2012 exchange rates). Many report
that they have support from their family (80.5%), with a median support of 30,000
TZS (equivalent to 18 USD) per week, and almost all (91.6%) report that they are
at least partly funded by government loans (with, on average, 64.5% of the costs of
study covered by the student loans). Less than 5% of the students report that they
have received a scholarship grant. See Table A2 for a more detailed overview of
the sources of income among the participants in Tanzania.

2.2 Design and Procedures

The experimental procedures described below are identical to those used by Choi
et al. (2007a), see also Online Appendix B. The experimental instructions were in

11Calculated based on regional GDPs at current prices in Table 22 of National Bureau of Statistics
[Tanzania] (2019) and World Bank GDP per capita, PPP (constant 2017 international $).
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English (the official languages of Tanzania are Swahili and English, and English
is the language of instruction at the University of Dar es Salaam). We provided
general instructions at the start of each part of the experiment. No subject reported
difficulty understanding the procedures or using the computer interface.12

Each experimental session consisted of 50 independent decision problems. In
each decision problem, a subject was asked to allocate tokens between two accounts,
labeled 𝑥 and 𝑦. The 𝑥 account corresponds to the 𝑥-axis and the 𝑦 account corre-
sponds to the 𝑦-axis in a two-dimensional graph.

Each choice involved choosing a point on a budget line of possible token al-
locations. Each decision problem started by having the computer select a budget
line randomly from the set of lines that intersect at least one axis at or above the
50 token level and intersect both axes at or below the 100 token level. The budget
lines selected for each subject in their decision problems were independent of each
other and of the budget lines selected for other subjects in their decision problems.
To choose an allocation, subjects used the mouse to move the pointer on the com-
puter screen to the desired allocation. Choices were restricted to allocations on the
budget constraint.13

The number of tokens in the 𝑥 and 𝑦 accounts determined the payoff in each
decision round. At the end of the round, the computer randomly selected one of the
accounts, 𝑥 or 𝑦, with the two accounts equally likely to be chosen. Each subject
received the number of tokens allocated to the account that was chosen. During the
course of the experiment, subjects were not provided with any information about
the account that had been selected in each round.

An advantage of our experimental design is that it delivers measures of eco-
nomic rationality and risk preferences from a single realm of decision-making. We
summarize attitudes toward risk with a single statistic: the average share of tokens
allocated to the cheaper security. Clearly, subjects who are less averse to risk allo-
cate a larger share of tokens to 𝑥𝑠 when 𝑝𝑠 < 𝑝𝑠′ (infinite risk aversion is consistent

12In Dar es Salaam, we experienced networking problems in a few sessions. In these cases, we
used the Choi et al. (2007b) interface locally on each of the computers in the lab for the consumer
decision problems, while the other parts were implemented with pen-and-paper. We did not experi-
ence network problems in Berkeley. We implemented two to three sessions each day (morning and
afternoon), each session lasting for about an hour. In Tanzania, air conditioner was used to control
the temperature in the lab, but the indoor temperature was higher than in Berkeley. However, recent
evidence suggests that temperature differences between 22 degree Celsius and 30 degree Celsius,
which cover the temperature range in the present experiment, do not influence the type of economic
decision-making studied in the present paper (Almås et al., 2019).

13Choi et al. (2007a) also restricted choices to allocations on the budget line, which makes the
computer program easier to use. In Fisman et al. (2007), choices were not restricted to allocations on
the budget constraint, but very few subjects violated budget balancedness by choosing strictly interior
allocations.
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with always allocating the tokens equally and risk neutrality is consistent with al-
ways allocating all tokens to the cheaper security). Like the rationalizability tests,
an advantage of this measure is that it is nonparametric and thus measures attitudes
toward risk without making assumptions about the parametric form of the underly-
ing utility function.

At the end of the experiment, the computer selected one decision round for each
subject, where each round had an equal probability of being chosen, and the subjects
were paid the amount they had earned in the selected round. Payoffs were calculated
in terms of tokens and then converted into the local currency. Each token was worth
0.5 US dollars (USD) in the US and 100 Tanzanian shillings (TZS) (equivalent
to 0.06 USD) in the low-stakes treatment in Tanzania (106 subjects), which were
roughly comparable in purchasing power terms. In addition, we conducted a high-
stakes treatment in Tanzania (110 subjects) where each token was worth 1,000 TZS.

Our subjects also completed a nonincentivized IQ test and a Big Five personal-
ity traits questionnaire. For the IQ test, we used the matrix reasoning subtest of the
Wechsler Adult Intelligence Scale (WAIS-IV) test, which is the most frequently ad-
ministered IQ test. Subjects had 13 minutes to answer 26 multiple-choice questions
consisting of finding the natural next element following a sequence of five elements
or finding the correct element to place in a 2 × 2 matrix with one missing element.
Subjects were shown one correct example of each type of question before starting
the test. The Wechsler’s matrix reasoning subtest is similar to the Raven progres-
sive matrices test used by Gill and Prowse (2016), among others. As Almlund et al.
(2011) pointed out, these IQ tests aim to be culture-free because they do not “de-
pend heavily on verbal skills or other knowledge explicitly taught during formal
education.” For the personality traits questionnaire, we used the Big Five Inven-
tory of John et al. (1991). The Big Five factors—conscientiousness, openness, ex-
traversion, agreeableness, and neuroticism—are commonly used in psychology to
measure human personality. Subjects were asked to evaluate the accuracy of state-
ments related to these factors as descriptions of themselves on a five-point scale.
The personality scores are calculated using the procedure in John et al. (2008).

Finally, the subjects answered a set of background questions in the experiment,
including questions about age, gender, educational program, income from work,
parental education, occupational preference, and happiness. We further imple-
mented a small follow-up living standard survey questionnaire one week after the
experiment to obtain more details about the sample, but this questionnaire cannot
be linked at the individual level to the data from experiment. We provide a complete
overview of all the variables collected in the experiment and in the living standard
survey in Online Appendix C and Online Appendix D.
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3 Testing for Rationalizability

Let {(𝐩𝑖, 𝐱𝑖)}50𝑖=1 be the data generated by some individual’s choices, where 𝐩𝑖 de-
notes the 𝑖-th observation of the price vector and 𝐱𝑖 denotes the associated alloca-
tion.

3.1 GARP-rationalizability

We first test whether the choices can be utility-generated. The crucial test for this
is provided by the GARP. Afriat (1967) shows that if a finite data set generated
by an individual’s choices satisfies GARP, then the data can be rationalized by a
well-behaved utility function. GARP requires that if 𝐱𝑖 is indirectly revealed as
being preferred to 𝐱𝑗 , then 𝐱𝑗 is not strictly directly revealed as being preferred to
𝐱𝑖 (𝐱𝑖 must cost at least as much as 𝐱𝑗 at the prices prevailing when 𝐱𝑗 is chosen,
𝐩𝑗 ⋅ 𝐱𝑖 ≥ 𝐩𝑗 ⋅ 𝐱𝑗). Our definition follows Varian (1982), which replaced Afriat’s
(1967) “cyclical consistency” condition with GARP.14

Given that GARP offers an exact test (either the data satisfy GARP or they do
not) and choice data almost always contain at least some violations, we assess how
nearly the data comply with GARP by calculating Afriat’s (1972) CCEI, denoted
by 𝑒∗. By definition, 0 ≤ 𝑒∗ ≤ 1 and the closer it is to 1, the smaller the perturbation
of the budget constraints required to remove all violations and thus the closer the
data are to perfect consistency with GARP.15

3.2 FOSD-rationalizability

Choices can be consistent with GARP and yet fail to be reconciled with any utility
function that is normatively appealing given the decision problem at hand. Given
the two states are equally likely, allocating fewer tokens to the cheaper security
(𝑥𝑠 < 𝑥𝑠′ when 𝑝𝑠 < 𝑝𝑠′) is a violation of monotonicity with respect to FOSD. Vio-
lations of FOSD may reasonably be regarded as errors, regardless of risk attitudes—
that is, as a failure to recognize that some allocations yield payoff distributions with

14We refer the interested reader to Choi et al. (2007a) for further details on the testing for consis-
tency with GARP. Choi et al. (2007b) also show that if utility maximization is not in fact the correct
model, then our experiment is sufficiently powerful to detect it. See Afriat (2012), Diewert (2012),
Varian (2012), Vermeulen (2012), and Chambers and Echenique (2016) for a review of revealed pref-
erence theory.

15Put precisely, for any number 0 ≤ 𝑒 ≤ 1, define the direct revealed preference relation 𝑅𝐷(𝑒)
as 𝑥𝑖𝑅𝐷(𝑒)𝑥𝑗 if 𝑒𝐩𝑖 ⋅ 𝐱𝑖 ≥ 𝐩𝑖 ⋅ 𝐱𝑗 , and define 𝑅(𝑒) to be the transitive closure of 𝑅𝐷(𝑒). 𝑒∗ is the
largest value of 𝑒 such that the relation 𝑅(𝑒) satisfies GARP. We interpret this as saying that a subject
is ‘wasting’ as much as 1 − 𝑒∗ of his or her earnings by making choices inconsistent with GARP.
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unambiguously lower returns. As Starmer (2000) points out, “it is widely held that
any satisfactory theory—descriptive or normative—should embody monotonicity.”

To test whether choice behavior satisfies GARP and FOSD (for a given subject),
we combine the actual data from the experiment and the mirror-image data and
compute the CCEI for this combined data set.16 Clearly, any decision to allocate
fewer tokens to the cheaper security (positions along the shorter side of the budget
line relative to the 45-degree line) will necessarily generate a simple violation of the
weak axiom of revealed preference (WARP) involving its mirror-image decision.

By definition, the CCEI score for the combined data set consisting of 100 ob-
servations can be no bigger than the CCEI score for the actual data. Polisson
et al. (2020) show that when states are equally likely (as in our experiment), the
CCEI score for the combined data set is a measure of consistency with GARP and
FOSD, which we call FOSD-rationalizability and denote by 𝑒∗∗. By definition,
𝑒∗∗ ≤ 𝑒∗ ≤ 1 and the difference between 𝑒∗∗ and 𝑒∗ reflects an upper bound on the
additional income that the subject is “wasting” by violating FOSD.17

3.3 EU-rationalizability

Using the generalized restriction of infinite domains (GRID) method applied by
Polisson et al. (2020), we can further strengthen the GARP test to also test for
consistency with expected-utility maximization, which we call EU-rationalizability
and denote by 𝑒∗∗∗.18 Any choice data consistent with the familiar non-EU the-
ories, such as weighted expected utility (Chew, 1983), implicit expected utility
(Dekel, 1986), and prospect theory (Kahneman and Tversky, 1979) are FOSD-
rationalizable, but not EU-rationalizable. To see this, consider the rank-dependent
utility function (Quiggin, 1993) in our setting where the two outcomes are equally
likely:

𝑈 (𝐱) = 𝜔𝑢
(

min
{

𝑥1, 𝑥2
})

+ 𝜔𝑢
(

max
{

𝑥1, 𝑥2
})

,

16The data generated by an individual’s choices are {(

�̄�𝑖, 𝐱𝑖
)}50

𝑖=1, where �̄� = (�̄�𝑖
1, �̄�

𝑖
2) are the end-

points of the budget line. The mirror-image data are obtained by reversing the prices and the associ-
ated allocation for each observation {(

�̄�𝑖
2, �̄�

𝑖
1, 𝑥

𝑖
2, 𝑥

𝑖
1

)}50
𝑖=1.17At the risk of oversimplifying, the canonical experimental tests of strategic rationality (Ho

et al. (1998), and Costa-Gomes et al. (2001), among others) focus on iterated elimination of dom-
inated strategies, and the “level” of rationality is measured by the number of levels of elimination
of dominated strategies that subjects actually do. Level-0 thinking is similar to violating FOSD-
rationalizability—a failure to recognize that some actions yield unambiguously lower payoffs.

18Other papers that provide revealed preference tests of whether choice data are consistent with
a utility function with some special structure include Green and Srivastava (1986), Varian (1988),
Bayer et al. (2013), Echenique and Saito (2015), Chambers and Echenique (2016), and Chambers
et al. (2016). See Polisson et al. (2020) for a discussion.
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where 0 < 𝜔 ≤ 𝜔 < 1 are weights and 𝑢(⋅) is the Bernoulli utility function defined
on the amounts of money. This formulation encompasses a number of different
non-EU models and reduces to EU when 𝜔 = 𝜔. When 𝜔 > 𝜔—interpreted as
“pessimism”—the indifference curves have “kinks” at safe allocations 𝑥1 = 𝑥2 that
lie on the 45-degree line. Such allocations will be chosen for a nonnegligible set
of situations where the slope of the budget line is around −1, which is inconsistent
with EU (as prices are randomly generated, smooth preferences should give rise to
allocations satisfying 𝑥1 = 𝑥2 with probability zero).

Figure 1 illustrates a simple violation of EU-rationalizability involving three
allocations, 𝐱1 = (𝑎, 𝑎), 𝐱2 = (𝑏, 𝑏), and 𝐱3 = (𝑐, 𝑑) (Example 2 in Polisson et al.,
2020). The price vectors are such that 𝐵 (

𝐩1
) is the flattest and 𝐵

(

𝐩3
) is the steep-

est. Note that 𝐱1 and 𝐱2 are safe allocations 𝑥1 = 𝑥2 consistent with infinite risk
aversion, whereas 𝐱3 is not. As Choi et al. (2007a) show, these choices are indi-
vidually consistent with EU, but mutually inconsistent. In fact, they are consistent
with pessimism or disappointment aversion (Gul, 1991)) where the safe allocation
is the reference point. To see why, suppose that 𝜔 = 𝜔 so we have the standard EU
representation and note that

𝑈 (𝑎, 𝑎) = 2𝑢(𝑎) ≥ 𝑢(𝑏) + 𝑢(𝑐),

since (𝑏, 𝑐) is no more expensive than (𝑎, 𝑎) at the prices at which (𝑎, 𝑎) is chosen,
and

𝑈 (𝑏, 𝑏) = 2𝑢(𝑏) ≥ 𝑢(𝑎) + 𝑢(𝑑),

given (𝑎, 𝑑) is no more expensive than (𝑏, 𝑏) at the prices at which (𝑏, 𝑏) is chosen.
But rearranging yields 𝑢(𝑎) + 𝑢(𝑏) ≥ 𝑢(𝑐) + 𝑢(𝑑), which contradicts that (𝑐, 𝑑) is
directly revealed as being preferred to (𝑎, 𝑏) since (𝑎, 𝑏) costs less than (𝑐, 𝑑) at the
prices prevailing when (𝑐, 𝑑) is chosen. It is clear that these choices are consistent
with GARP and FOSD so the data are FOSD-rationalizable, but they are not EU-
rationalizable. In this example, 𝑒∗∗∗ < 𝑒∗∗ = 𝑒∗ = 1, which is perfectly consistent
with a non-EU alternative.

[Figure 1 here]

4 Results

We first present an overview of the extent to which the average subject satisfies
each of the three rationalizability measures in the U.S. and Tanzania, before we
compare the country differences in economic rationality to country differences in
cognitive ability. Finally, we report the regression analysis where we control for a
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set of background variables when comparing the US and Tanzania samples in terms
of economic rationality and cognitive ability.

Figure 2 shows mean 𝑒∗, 𝑒∗∗ and 𝑒∗∗∗ scores by country, where we pool the data
for the low-stakes and high-stakes treatments in Tanzania. The US subjects display
on average greater levels of economic rationality than the Tanzania subjects on all
three measures.19 The mean 𝑒∗, 𝑒∗∗ and 𝑒∗∗∗ across all subjects are 0.95, 0.90, and
0.89 in the U.S. and 0.86, 0.75, and 0.75 in Tanzania. These country differences
imply that relative to the US subjects, the Tanzania subjects on average ‘waste’ as
much as 8.8, 14.2, and 14.0 percentage points more of their earnings than the US
subjects by making choices that are not GARP-rationalizable, FOSD-rationalizable,
or EU-rationalizable. Speaking to the extrinsic reasons for studying our subjects
pools, we show in Figure A2 that the country difference applies both to subjects
who express a positive preference for working in the public sector and to subjects
who are neutral or negative to becoming a government employee.

[Figure 2 here]

We note that in both countries, subjects are not less EU-rationalizable than
FOSD-rationalizable—in fact, the difference between 𝑒∗∗ and 𝑒∗∗∗ is less than 0.01
for 85.7% of the US subjects and for 94.0% of the Tanzania subjects.20 However,
subjects are significantly less FOSD-rationalizable than GARP-rationalizable.

Many subjects in both countries attain high scores on these measures of eco-
nomic rationality and some are close to the ideal of perfectly rational behavior.
Figure 3 shows the proportion of US and Tanzania subjects whose 𝑒∗ (Figure 3A),
𝑒∗∗ (Figure 3B), and 𝑒∗∗∗ (3C) lie above different critical values. This provides a
clear graphical illustration of the extent to which subjects did worse than choosing
rationally and the extent to which the US subjects did better than the Tanzania sub-
jects. We find that 87.7%, 67.5%, and 65.1% of the US subjects have 𝑒∗, 𝑒∗∗ and
𝑒∗∗∗ above a threshold of 0.9, while only 52.3%, 37.0%, and 34.7% of the Tanza-
nia subjects have scores that high. For this critical value, the probability that a US
subject will pass each of the rationalizability tests—utility maximization, stochas-
tic dominance, and expected-utility maximization—is about 30 percentage points
higher than for a Tanzania subject.21

19In Figure A1, we show the cumulative distributions of the three measures of economic ratio-
nality by country, where we observe that the US distribution stochastically dominates the Tanzania
distribution for all three measures.

20Polisson et al. (2020) also find that EU-rationalizability does not alter the goodness-of-fit relative
to the restrictions already imposed by FOSD-rationalizability using previously collected experimental
data collected by Choi et al. (2007a, 2014) with student samples and Halevy et al. (2018) with a
broadly representative sample.

21If we follow the threshold of 0.95 suggested by Varian (1991), the corresponding percentages
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[Figure 3 here]

We now turn to a comparison of the measures of economic rationality and the
score on the IQ test. The IQ test generated substantial variation in both countries
and the scores are only weakly correlated with the measures of economic rationality
𝑒∗, 𝑒∗∗ and 𝑒∗∗∗ (the Pearson correlation coefficients are 0.061, 0.120, and 0.120 for
the U.S. and 0.109, 0.165, and 0.159 for Tanzania). This suggests that the exper-
iment captures aspects of decision-making quality that are not reflected in the IQ
test. To make the measures of economic rationality comparable to the IQ test, Fig-
ure 4 reports mean standardized country differences for each of the three measures
of rationality and for the IQ test. We observe that the average country difference
in IQ scores is much larger than the country difference in economic rationality.22
In the IQ test, the US students score 1.45 standard deviations higher than the Tan-
zania subjects, while they score 0.66, 0.68, and 0.68 standard deviations higher on
𝑒∗, 𝑒∗∗ and 𝑒∗∗∗. The IQ test thus indicates a much larger development gap than the
revealed preference tests.

[Figure 4 here]

In Table 1, we report the corresponding ordinary least square regression anal-
ysis.23 In column (1)–(3), we present estimates for the baseline specification for
each of the measures of economic rationality as the dependent variable, where we
control for a host of background variables. In each case, we observe that the esti-
mated coefficient on Tanzania is highly significant, −0.074, −0.138, and −0.135,
when comparing the US subjects and the Tanzania subjects who were in the low-
stakes treatment. We note that the subjects in Tanzania who were assigned to the
high-stakes treatment do slightly better in terms of FOSD-rationalizability and EU-
rationalizability than those in the low-stakes treatment, but still significantly worse
than the US subjects (𝑝 < 0.01).24 The background variables are not significantly
for 𝑒∗, 𝑒∗∗, and 𝑒∗∗∗ are 65.9%, 48.4%, and 43.7% for the US subjects and 40.7%, 20.4%, and 17.6%
for the Tanzania subjects. Bronars (1987) calibrated the CCEI using a hypothetical subject whose
choices are uniformly distributed on the budget line. The mean 𝑒∗ for a random sample of 25,000
simulated subjects is only 0.60. Choi et al. (2007b) generated a benchmark level of consistency using
hypothetical subjects with idiosyncratic preference shock that has a logistic distribution.

22In Figure A1, we show the cumulative distribution of the IQ scores by country, where we observe
that the US distribution stochastically dominates the Tanzania distribution.

23In Table A3, we show that the estimated country difference is virtually unaffected by including
a control variable for risk aversion. On average, the US subjects allocated 64.3% of their tokens to
the cheapest security, whereas the Tanzania subjects allocated 61.7% and 59.2% of their tokens to the
cheapest security in the low-stakes treatment and high-stakes treatment. In Table A4, we show that
there was no significant treatment effect of high stakes on risk aversion in Tanzania.

24In Table A5, we show that the estimated treatment effect of high stakes in Tanzania is almost the
same if estimated separately for the Tanzania sample.
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associated with economic rationality, except for the dummy for whether the partic-
ipant self-reported to be worried most of yesterday. We observe that being worried
is negatively associated with economic rationality, in line with the idea that stress
and negative affective states may cause poor decision-making (Haushofer and Fehr,
2014). However, this relationship cannot contribute to explain the development gap
in the present study, because we find that the US subjects are more likely to be wor-
ried than the Tanzanian subjects, 31% versus 18.1%.25

[Table 1 here]

In columns (4)–(6), we include controls for the Big Five personality traits.
Adding these controls only increases (in absolute value) the point estimates of the
coefficient for Tanzania to −0.084, −0.151 and −0.148 for 𝑒∗, 𝑒∗∗ and 𝑒∗∗∗, which
suggests that the differences in economic rationality between the US and Tanzania
subjects are not driven by personality traits.26

In columns (7)–(9) we include the score on the IQ test. We observe that IQ is
positively associated with economic rationality. The point estimates of the coef-
ficient on the IQ are 0.072, 0.178 and 0.170 for 𝑒∗, 𝑒∗∗ and 𝑒∗∗∗, and in all cases
statistically significant. Including the IQ score reduces the estimated coefficients
for Tanzania to −0.061, −0.094 and −0.094, but the coefficients remain signifi-
cant. Hence, the results suggest that IQ captures some of the development gap in
economic rationality but cannot fully account for the observed country difference.

Finally, for the sake of comparison, in column (10) we repeat the estimation
in the baseline specification using the subjects’ IQ scores instead of the economic
rationality scores as the dependent variable. In column (11), we further add the
list of controls for the Big Five personality traits. The standardized coefficients on
Tanzania show that the estimated development gap in IQ is more than twice as large
as the estimated development gap in our measures of economic rationality. When
interpreting the country differences for economic rationality and cognitive ability,
we should keep in mind that economic rationality is measured on an incentivized
task and cognitive ability on a non-incentivized task. However, it is unlikely that
the difference in incentivization can fully account for the large difference in the
two development gaps. A tenfold increase in incentives on the decision-making
task only marginally increases the level of economic rationality among the Tanza-
nia subjects. If incentivization on the cognitive ability task should lead to the same

25The Tanzanian subjects report lower happiness than the US subjects, 6.64 versus 7.41, but we do
not find a significant association between happiness and economic rationality. See Figure A3 for the
distribution of self-reported happiness by country.

26In Table A6, we report the estimated coefficients for each of the personality dimensions. We
observe that none of the personality dimensions are significantly associated with economic rationality.
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country difference as we observe on economic rationality, then the differential re-
sponse to incentives on the cognitive ability task would have to be of a different
magnitude than what we find for the decision-making task in Tanzania.

5 Conclusion

In this paper, we tested the touchstones of economic rationality in a choice under
risk experiment. Our subjects are students from UC Berkeley, one of the best uni-
versities in the US, and students at the University of Dar es Salaam, one of the best
universities in Africa. The Tanzania and US samples differ substantially in their
sociodemographic and economic backgrounds and face very different economic
prospects. Nevertheless, they represent similar ‘slices’ of the future elites in their
respective societies. As graduates of top universities in their country, the students
of UC Berkeley and the University of Dar es Salaam will have a disproportionate
impact on their economies and societies.

Our results can be summarized as follows. We find that the US subjects dis-
play a higher degree of economic rationality than the Tanzania subjects. We use
revealed preference tests to measure the extent of violations of utility maximization,
stochastic dominance, and expected-utility maximization. The magnitudes imply
that the Tanzania subjects on average waste about nine percentage points more of
their earnings than the US subjects by making choices that are inconsistent with
utility maximization. This provides a quantifiable and economically interpretable
measure of the development gap in economic rationality. Also requiring mono-
tonicity with respect to FOSD and expected-utility maximization widens the devel-
opment gap in economic rationality to about 14 percentage points. These results are
robust to the inclusion of large set of controls, including controls both for cognitive
and noncognitive abilities. At the same time, our results show that the observed
development gap in decision-making ability is much smaller than the country dif-
ference in performance on a canonical cognitive ability test, and we argue that this
difference cannot be accounted for by the fact that we consider an incentivized task
to measure economic rationality and a non-incentivized task to measure cognitive
ability.

We argue that the justification for measuring decision-making ability by com-
pliance with economic rationality is strong because of the distinctive and robust
connection of these measures to economic theory. This connection makes the mea-
sure economically quantifiable and interpretable. Moreover, the same economic
theory that inspires the measure also tells us when we have enough data to make it
statistically useful. Furthermore, because we present subjects with a standard eco-
nomic decision problem, the revealed preference tests are applicable to, and com-
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parable across, all sorts of economic choice problems. Thus, another important
advantage of our methods is that they can be transported—with relative ease—to
different decision domains, including intertemporal choice and social choice. The
approach thus allows for both domain-specific predictions and a unified measure of
decision-making quality across domains.

The experimental technique offers a new opportunity to improve on existing
laboratory and field experimental methods in economic development research. The
graphical interface has been integrated with web-based survey instruments by Choi
et al. (2014) and Fisman et al. (2017) to conduct experiments with large represen-
tative samples in developed countries, and the present study and Kim et al. (2018)
show that the tool is applicable in a development setting. We did not experience
any significant problems in the implementation of the experimental technique in
our study, and believe that the simple experimental interface would also make it
highly feasible to implement with nonstudent populations in low-income countries.

The aim of our paper has been to illustrate how economic theory and experi-
mental techniques can be used to study decision-making ability in economic devel-
opment research. We believe that there are several important research avenues to
pursue with this tool. First, it would be interesting to consider economic rational-
ity in a development setting more broadly. We focused this paper on the high end
of the ability spectrum and on the risk domain, but it is also important to under-
stand the decision-making ability of the poorest of the poor across the key domains
in economics (time, risk, and social). The poor make many critical decisions in
their daily lives, where leaving money on the table may be highly consequential,
and it has been argued that poverty may have psychological consequences that lead
to poor decision-making and perpetuation of poverty (Haushofer and Fehr, 2014).
This literature has largely focused on whether stress and negative affective states
lead to short-sighted and risk averse choices, while the present study suggests that
these psychological factors also may affect people’s economic rationality at a more
fundamental level. Second, it would be of great importance to examine what kind
of intervention can be used to improve decision-making ability (Kim et al., 2018).
Decision-making ability is an essential aspect of human capital that should lie at
the forefront of studies of economic development.
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Figure 1: An example of choices that are FOSD-rationalizable but not EU-
rationalizable
Note: Example 2 in Polisson et al. (2020). These choices are consistent with maximizing a rank-
dependent utility function but inconsistent with expected-utility maximization. In this example,
𝑒∗∗∗ ≤ 𝑒∗∗ = 𝑒∗ = 1.
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Figure 2: Economic rationalizability scores, by country
Note: GARP-rationalizability (𝑒∗), FOSD-rationalizability (𝑒∗∗) and EU-rationalizability (𝑒∗∗∗) scores
and 95% confidence intervals in the two samples. By definition, 𝑒∗∗∗ ≤ 𝑒∗∗ ≤ 𝑒∗ ≤ 1.
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Figure 3: The proportion of subjects above different economic rationalizability crit-
ical values, by country
Note: The proportions of subjects whose 𝑒∗, 𝑒∗∗, and 𝑒∗∗∗ are above different critical
values (the survival function, 𝑆(𝑒) = 1−𝐹 (𝑒), where 𝐹 is the empirical distribution
function of the index 𝑒 = 𝑒∗, 𝑒∗∗, 𝑒∗∗∗.
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Figure 4: Country differences in standardized rationalizability and IQ scores
Note: Country differences (United States–Tanzania) in GARP-rationalizability
(𝑒∗), FOSD-rationalizability (𝑒∗∗), EU-rationalizability (𝑒∗∗∗) and IQ scores and
95% confidence intervals of the difference between two samples. The IQ score
is the proportion of questions answered correctly. Each of the scores have been
standardized to an overall average of zero and unit variance before calculating the
differences between countries.
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