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Exogenicity Test — A Simple Case

Consider the linear model y = X + €, wherey is nx1, X isnxk, B iskx1, and € is nx1.
Partition X = [X, X,], where X, is nxp. Suppose that X, is believed to be orthogonal to the
disturbance e inthe population, but that X, issuspected of contamination, making it non-orthogonal
to e inthepopulation. Thiscan occur, for example, if € containsomitted variablesthat are correlated
with theincluded variablesin X, if X; contains measurement errors, or if X, contains endogenous
variablesthat are determined jointly with y.

Supposethat thereis anxm array of proper instrumentsZ =[V X,], whereV isanxr array
of instruments that are excluded from X, and one hasm > n, or equivalently r > p. If X, isclean,
then the broader array W = [Z X,] = [V X] also constitute proper instruments

Suppose one calculates a 2SL S estimator of 3 using either the narrow array of instruments
Z, or the broad array of instruments W. The first estimator will always be consistent, while the
second estimator will be consistent only if all the instrumentsin W are proper; i.e., if X, isclean.
On the other hand, if X, is clean, the second estimator will be more efficient.

Thefirg estimator is
b,gs = [X'Z(Z'2)*Z'X]*X'Z(Z2'2)*Z"y.

The second estimator using W as instruments simplifiesto b, s. To seethis, think of doing 2SLS
with W as instruments by first regressing X on W, and then regressing y on the fitted values of X
from thefirst stage. But W includes X, so that thefirst stage returnsfitted valuesfor X equal to the
observed values, and the second stageisjust the OL Sregression of y on X. Thetest statistic for the
Hausman exogenicity test then specializesto

(bZSLS - bOLS)/[V(bZSLS) - V(bOLS)]i(bZSLS - bOLS)'

where []~ denotes a generalized inverse. When X is not contaminated, so that W is clean, this
statistic is asymptotically chi-square with degrees of freedom equal to the rank of the covariance
matrix in the center of the quadratic form.

Another formulation of an exogeneity test, as an omitted variable test with appropriatdy
constructed auxiliary variables, is more convenient to compute, and is asymptotically equivalent to
the Hausman test statistic.

First do an OL Sregression of X, on Z and retrievefitted vadues X, =Z(Z'Z)*Z'X,. Second,
do an OLS regression on the auxiliary regression model y = Xp + X,y + 1. Then test the null
hypothesis tha the coefficients y are zero; i.e., an omitted variable test for the variables X,". This
test can be done as a conventional F-test for omitted variables. The numerator degrees of freedom
will be p.

We next show tha this test is indeed an exogeneity test. First, the OLS estimates of the
parametersin the model y = X + X,y + n satisfy
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Where Q = Z(Z'2)*Z', implying QX, = X, and QX, = X, But X'Qe/n -,

plim(X'Z/n)-(plim(Z'Z/n))*-plim(Z'e/n) =0when Z isclean. Similarly, X"e/n~,0when X isclean
and X,'e/n -, 0 since X, is clean by assumption, but X,’e/n -~  C # 0 when X, is contaminated.
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From the formulafor a partitioned inverse,
A= (XTI - QX (X, ' QX)X ,'Q]X/n)*
AL, = (X Q[ - X(X'X)*X']QX,/n)*
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Hence,
(16) Co = A, { X, Qe/n - (X,/QX)(X'X) X "e/n} .

If X, is clean, then ¢, ~, 0 and n*?c, is asymptotically normal. On the other hand, if X, is
contaminated, then ¢, has a non-zero probability limit. Then, atest for y =0 using ¢, isatest of
exogeneity.

Thetest above can bereinterpreted asaHausman test involving differences of by, sand b,g s.
Recall that b,g s =B + (X'QX)*X’'Qe and by s =P + (X'X)*X’e. Then

(17) (X'QX) (s s - Pors) = {X'Qe/n - (X'QX)(X'X)™X"e/n}.
Then in particular for the linearly independent subvector X, of X,

A (X, QX)(bg s - Pors) = Ap{ X, Qeln - (X' QX)(X' X)X e/n} = Cp.

Thus, c,isalinear transformation of (b,g 5 - by, s). Then, testing whether ¢, isnear zeroisequivalent
to testing whether alinear transformation of (b,g 5 - by, ) is near zero. When X, isof rank p, this
equivalence establishes that the Hausman test in its origina form is the same as the test that ¢, is
zero.

RELATION TO GMM TEST FOR OVER-IDENTIFICATION

LeeW=[Z X,] =[V X] beall thevariablesthat are orthogonal to ¢ in the popul ation under
the null hypothesis that X and € are uncorrelated. Let P,, denote the projection operator onto the
subspace spanned by W; i.e., P, = W(W'W)*W’. Asin the omitted variables problem, consider
the test statistic for over-identifying restrictions, 2nQ, = min,u’'P,uo? where u = y - Xb.



Decompose P, =P, + (P, - Py). Thenu'(R,, - PR u=y’'(P, - Py)y and theminimizing b setsu’P,u
=0, sothat 2nQ, =y'(P,, - Py)y/0® Thisstatistic isthe same asthe test statistic for the hypothesis
that the coefficients of X,” are zero in a regression of y on X and X,'; thus the test for
over-identifyingrestrictionsisan omitted variablestest. Onecan asowrite2nQ, = [§, - 9/ */0% S0
that acomputationally convenient equivalent test isbased on the differencebetween thefitted values
of y from aregression on X and X, and aregression on X alone. Finally, we will show that the
statistic can be written

2nQn = (bl,ZSLS - bl,OLs)[V(bl,zsLs) - V(bl,OLS)]_l(bl,ZSLS - bl,OLS)'

Inthisform, the statistic isthe Hausman test for exogenicity in the form devel oped by Hausman and
Taylor, and the result establishes that the Hausman test for exogeneity is equivdent to aGMM test
for over-identifying restrictions.
Severa steps ae needed to demonstrate this equivalence. Note that b,q g =
(X'P,X)*X'P,y, whereM = [V X,]. Write

Baais - Bors = (X' Py X)X 'Pyy - (X' X)Xy
= (X'PyX)[X'Py - X'PyX(X'X)*X"ly
= (X,PMX)_lxlpMQXy’

. . _ 1 Pu@x| POy
whereQ,, =1-R,. SinceX,isinM, P,,X,=X,, implying X'P,,Q, = , x
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block of equations, one obtains the result that the second subvector isalinear combination of the
first subvector. Thisimpliesthat atest statistic that isafunction of the full vector of differences
of 2SLS and OL S estimates can be written equivalently as a function of the first subvector of
differences. Fromthefirst block of equations, substituting inthe solution for the second subvector
of differences expressed in terms of the first, one obtains

[X1IPMX1 - X1IX2(X21X2)_1X21X1](b1,2S|_s - bl,OLS) = X1IPMQ><y

The matrix on the |eft-hand-side can be rewritten as X,'P,, QX2 PyX,, so that



B12gs - Brors = (Xy'Py QX2 PuX )X, PyQyy.

Next, we calculate the covariance matrix of b,q ¢ - by s, and show that it is equal to the
difference of V(b,qs) = 0*(X'Py,X)* and V(by.s) = o?(X’X)™. From the formula b,g ¢ - by s =
(X'PuX)*X'PyQyY, onehas V (b, s - bos) = 0%(X Py X)X Py QuPyX (X" Py X)™.

On the other hand,

V(bsss) - V(boLs) = 0*(X'PyX) { X"PyX - X'P, X (X' X)X "P, X} (X'PyX)*
= 02(X'Py XY H{ X Pyll - X(X' X)X TP, X} (X Py X)*
= 0%(X'PyX) X Py QP X (X Py X)™.

Thus, V(b s - bos) = V(b s) - V(bys). Thisis aconsequence of the fact that under the null
hypothesis OL S is efficient among the class of linear estimators including 2SLS. Expanding the
center of this expression, and using the results P, X, = X, and hence Q,P,,X, = 0, one has
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X'PyQyPuX =

Hence, V (b, s) - V(bg.s) isof rank p; thisalso follows by noting that b, 4 5 - b, o, s could bewritten
asalinear transformation of b, ,g 5 - b, o, s
Next, use theformulafor partitioned inversesto show for N =M or N = | that the northwest
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is (X."P,.0.P.X)"! . Then,
X21X1 X21X2 ( 1 NQX2 N‘Xl)

V(bl,ZSLS_bl,OLS)ZOZ(Xl/PM QX2 PMxl)_lxllpMQXPMxl(Xl,PM QX2 PMxl)_l'

Using the expressions above, the quadratic form can be written

(b1,2s1_s - bl,OLS)V(b1,2SLS - bl,OLS)_l(b1,2SLS - bl,OLS)
= y' QP X (X1 PyQyPyX )X, P, Qyylo?.

Finally, one has, from thetest for over-identifying regrictions,

2nQ, = y'(Py, - PY/o? = y' QP X (X, PyQyPyX )X, Py Qyylo?,

so that the two statistics coincide.



